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Figure S1. Lack of Dependence of Responses to Reward Delivery on Predicted Sum of 

Future Rewards 

 (A) Averaged population response in 34 neurons (1 trial per neuron), showing increased 

responses with increasing instantaneous reward probability. The responses failed to vary 

between first and last seconds of stimulus presentation (dotted and solid lines, respectively). 

(B) Same as A, but for  22 neurons showing decreased responses with increasing 

instantaneous reward probability. 

 

 

 

 

 

Figure S2. Quantitative Comparisons of Modulations of Neuronal Reward Responses 

by Instantaneous Reward Probability 

 (A) Median response strength modulated by instantaneous reward probability. Blue: 

responses with positive relationships; N=36 neurons. Black: negative relationships; N=22 

neurons (±95 confidence intervals). 

(B) Scatter plot demonstrating the effects of instantaneous reward probabilities. Blue: higher 

responses with singular reward than with flat reward rate during trial; N=34 neurons. Black: 

higher responses with flat reward rate during trial than with singular reward; N=20 neurons. 

Four neurons are not shown because of outlier (>750%) activations. 



 

Supplemental Introduction 

Time is of fundamental importance for behavioral reward processes. Humans and animals 

estimate time intervals with great accuracy [1, 2], which decays proportionally with delay but 

is timescale-invariant for constant delay:mean ratios (Weber-type, scalar expectancy theory; 

[3-5]). Reward intervals and rates are of crucial importance for conditioning and affect key 

learning variables such as contingency [5]. Theoretical reinforcement models are particularly 

efficient when taking time into account [6]. Conditioning requires optimal stimulus-reward 

intervals and becomes less efficient with shorter or longer intervals [7, 8]. Changes in reward 

timing induce learning and unblocking [9]. Subjective reward value is discounted with 

increasing delays to reward [10-12]. Thus, the crucial reward functions are highly sensitive to 

timing. 

 Despite the importance of timing and temporal structure for reward functions, we 

know little about underlying neuronal processes. Changes in dopamine neurotransmission 

following lesions or receptor binding drugs affect timing behavior [13-15], possibly reflecting 

an enabling function of dopamine. Neuronal responses in rat primary visual cortex vary with 

predicted reward delays [16]. Responses to reward predicting stimuli in cortical and 

subcortical reward neurons decrease with increasing delays [17-20], reflecting temporal 

discounting of reward value rather than specific temporal structure in reward predictions. 

Neurons in the striatum and several cortical areas show anticipatory activity that varies with 

instantaneous temporal probabilities of visual or somatosensory stimuli or movements [21-

26]. However, it is unclear how these phenomena apply to reward processing. Anticipatory 

activity in thalamic, striatal and orbitofrontal neurons ramps up to the expected time of 

reward and is displaced by temporal shifts of reward [27-29]. Although suggesting sensitivity 

to reward timing, the displacements could result from delayed or slowed onsets of stimulus 

driven recruitment of neuronal activity. The only suggestion for sensitivity to temporal 

structure of reward predictions derives from the dopamine prediction error response elicited 

by temporally shifted rewards [30, 31], although this effect may be specific for error 

responses. Taken together, there is surprisingly little study of sensitivity to specific temporal 

reward structures. 

 The amygdala is a major component of the brain's reward system. Amygdala lesions 

disrupt behavioral reward processes and associated brain activations in humans [32-34] and 

impair several components of reward related behavior and reward learning in animals [35-

39]. Amygdala neurons respond to reward predicting stimuli and reward delivery [40-45] and 

show slower activations preceding behavioral responses and reward [41, 46, 47]. 

 Despite the importance of time in behavioral reward processes, and despite the 

demonstrated involvement of the amygdala in several reward processes, the temporal 

sensitivity of amygdala reward signals is unknown. The current study varied the 

instantaneous probability of reward occurrence in order to investigate the neuronal sensitivity 

to temporal reward structure. We tested the two principal and representative forms of 

amygdala reward signals, namely anticipatory activity preceding reward and responses to 

reward delivery. Our data suggest that both types of amygdala reward signal are sensitive to 

reward timing. 

 

Supplemental Results 

Responses to Reward Delivery 

The responses to reward delivery with flat instantaneous reward rate during the stimulus 

varied only insignificantly between rewards delivered during the first second and the last 

second of the 2 s stimulus duration. This result refers to both activations increasing with 



 

increasing instantaneous reward probability (Fig. S1A; P>0.1, t-test) and to activations 

decreasing with increasing instantaneous reward probability (Fig. S1B). 

 The differences in modulation by instantaneous reward probability in the two groups 

of amygdala neurons were confirmed by further quantitative comparisons. Both types of 

modulation showed high Spearman rank correlation coefficients (rho=0.725 and 0.851 for 

positive and negative relationships to instantaneous probability, respectively), but their slopes 

were opposite to each other (Fig. S2A blue vs. black). The separation of the two neuronal 

groups was also visible when plotting reward responses for flat reward rate against singular 

reward (Fig. S2B). Thus, instantaneous reward probability affected the responses to reward 

delivery in two distinct manners in the tested amygdala neurons. 

 

Supplemental Experimental Procedures 

Instantaneous Reward Probability 

To achieve flat instantaneous reward probability during stimulus B, the computer advanced 

through the 2.0 s stimulus period in time steps of 50 ms and chose at every step an equally 

probable random number between 1 and 40; it marked that step when number 1 occurred. It 

delivered one unit of reward at every marked step. Thus no, one or several rewards could 

occur during a single stimulus. To avoid large variations, we recalculated reward occurrences 

for any 2.0 s stimulus period that contained more than 3 rewards. The delivered rewards 

summed to 10 within 10 trials. Thus, in any 50 ms interval during the 2 s stimulus period, the 

probability of receiving a reward in the next interval was p=0.025, which summed to p=1.0 in 

the 40 time steps during the stimulus. Through this procedure, the stimulus produced an 

extended, uniform, flat and constant instantaneous reward probability (Fig. 1B). In the fourth 

trial type without any stimulus, flat instantaneous reward probability was achieved in a 

similar manner, but the probabilty of p=0.025 applied to 5.0 s of the 6.0 s trial cycle.  

 

Neuronal Recordings 

After 5-7 months of behavioral training, a head holder and a recording chamber were fixed to 

the skull under general anesthesia and aseptic conditions. Recordings using tungsten 

microelectrodes and standard electrophysiological techniques and served to visualize 

impulses on oscilloscopes and transform them by threshold discrimination into binary 

electrical signals for 2 kHz sampling. We estimated the position of the amygdala from bone 

marks on frontal and lateral radiographs taken with an electrode guide cannula inserted at 

known coordinates relative to the stereotaxically implanted chamber [48]. Electrode positions 

were reconstructed in one animal from small electrolytic lesions (15-20 µA x 20-60 s) on 50 

µm thick, cresyl violet-stained histological brain sections. As histological reconstruction was 

not available for the second animal for reasons of ongoing recordings, we reconstructed 

recording positions approximately from radiographic images. We collapsed recording sites 

from both monkeys spanning 3 mm in the anterior-posterior dimension onto the same coronal 

outline (Fig. 1D, E). 

 

Data Acquisition and Analysis 

Animals performed at least eight trials of each type for data acquisition (mean n=15 trials). 

We monitored licking movements by tongue interruptions of an infrared light beam at the 

liquid spout (STM Sensor Technology; 0.5 ms resolution). We assessed anticipatory licking 

as total durations of tongue interruptions during 2.0 s immediately preceding the stimuli and 

during the 2.0 s stimulus period and compared them between trial types (two-way Anova). To 



 

avoid capturing reward reactions with flat instantaneous reward probability, we assessed 

licking only in trials in which the probabilistic schedule produced no reward. 

 We identified prereward activations in individual neurons by comparing activity 

increases between a fixed 400 ms time window immediately preceding reward onset and a 

standard 400 ms control period immediately preceding stimulus onset in the same trials with 

the nonparametric, one-tailed, signed-rank, matched-pairs Wilcoxon test (P<0.05). We 

expressed neuronal activations as percent of control period activity. We then compared the 

Wilcoxon-identified prereward activations with one-way Anova (P<0.05) across trial types 

using stimuli A-C. Fisher's PLSD posthoc test served to locate the activity differences 

(P<0.05). We used Spearman's rank correlation coefficient rho for additional, independent 

assessment of graded activity differences between trial types with differently timed rewards. 

 We used two measures to compare the speed of onset of the Wilcoxon-identified 

prereward activations between the different trial types. In the first measure we determined the 

latency of significant activations with a sliding time window procedure [49] which applied a 

Wilcoxon test (P<0.01) between a 100 ms time window and the constant 400 ms prestimulus 

control period. The window was moved in steps of 100 ms from stimulus onset through the 

stimulus period. We defined onset of activation at the center of the first 100 ms time window 

showing significant activation. In the second measure we compared activation strength in the 

interval of 600-1,000 ms after stimulus onset, during which amygdala neurons showed 

substantial activations with flat rate reward (Fig. 2A, B), using one-way Anova with Fisher's 

PLSD posthoc test. When analyzing data from trials with flat instantaneous reward 

probability, we considered only those trials in which the probabilistic reward schedule 

produced no rewards, to avoid contamination by potential reward responses. 

 We identified responses to reward delivery in individual neurons by comparing 

activity between a fixed 400 ms time window immediately following reward onset and the 

standard prestimulus 400 ms control window in the same trials with the Wilcoxon test 

(P<0.05). In trials using flat instantaneous reward probability without any stimulus, we 

aligned neuronal responses to the first reward after an initial period of 400 ms in each trial. 

We used the 400 ms prereward period as control period in these trials. We normalized the 

Wilcoxon-identified reward responses to control period activity and compared them with one-

way Anova (P<0.05; followed by Fisher PLSD test) across all four trial types. 

 

Control for Mouth Movements 

We discarded two neurons whose activity showed temporal relationships to licking. These 

responses were closely related to tongue extension and retraction, resembling previously 

reported mouth movement-related activity in striatal neurons [50]. 

 

Supplemental Discussion 

Task and Behaviour 

The instantaneous reward probabilities imposed specific temporal reward structures and thus 

determined the temporal reward prediction during specific task epochs. Our instantaneous 

rate of occurrence of reward is analogous to the 'rate of occurrence of failure' (ROCOF) for 

repairable systems in reliability engineering [51] and reflects a discrete renewal process [52]. 

As with quickly repairable failures, our schedule allowed several rewards to occur during a 

stimulus or trial and thus defined reward prediction over the whole stimulus duration 

(stimulus B) or during the whole trial (fourth trial type). ROCOF differs from failure rate or 

hazard rate which refers to the conditional probability of event occurrence given that the 



 

event has not yet occurred. Thus, failure or hazard rate would apply only to the first reward 

during the stimuli or trial and drop to zero afterwards, different from the current schedule. 

 Delivery of the singular reward at stimulus end is the usual way of reward delivery in 

most experiments. This temporal structure elicited licking during two periods. An early peak 

of licking followed the stimulus and constituted a simple conditioned response. A second 

phase of licking anticipated the time of reward and likely reflected the animals' reward 

expectation. By contrast, the flat instantaneous reward probability during the stimulus 

induced rather tonic anticipatory licking. Thus, the different licking patterns corresponded to 

the different temporal reward structures and likely reflected the animals' temporal reward 

expectations.  

 The current licking data corroborate earlier results suggesting behavioral sensitivity to 

temporal structure. During temporal discounting, anticipatory licking in monkeys peaks later 

with longer delays [19, 31]. During the temporal bisection procedure, monkeys distinguish 

well between two different, subsecond stimulus durations [23]. With movement triggering 

stimuli, ocular reaction times anticipate stimulus occurrence [26]. Thus, the current results 

are in line with previously reported behavioral sensitivity to temporal reward structure in 

monkeys.  

 

Activity Preceding Reward 

The experimentally imposed temporal structure affected the prereward activations of 

amygdala neurons in parallel with the behavioral licking responses. With singular reward, 

neuronal activity increased towards stimulus end, during a period in which anticipatory 

licking before the reward was highest. With flat instantaneous reward probability, the earlier, 

longer, more tonic and smaller increase of neuronal activity during most of the stimulus 

period paralleled the flat and low instantaneous reward probability and the prolonged 

anticipatory licking. The anticipatory activities did not just reflect anticipation of reward as 

such but, importantly, indicated when it would occur and at which rate. In the flat rate reward 

trials, the instantaneous rate of reward stayed constant during the stimulus whereas the sum of 

future rewards increased due to the probabilistic schedule. Thus, the flat neuronal activations 

during these trials seemed to reflect the prediction of the flat instantaneous reward rate rather 

than prediction of the sum of future rewards. These data suggest that these reward signals in 

the amygdala neurons have access to internal representations of temporal reward structure 

evoked by the specific reward predicting stimuli. In being sensitive to time, they process one 

of the most fundamental properties of reward expectation.  

 Our use of different temporal reward structures helps to resolve alternative 

interpretations. First, the different activities might simply reflect differences between the 

specific sensory stimuli predicting the two temporal structures. However, both the time 

courses and magnitudes covaried in a systematic and consistent fashion with the different 

imposed temporal structures and the resulting behavioral licking responses. None of the 

neurons showed a reverse relationship, namely sustained low activation with singular reward 

at stimulus end and ramping activity with flat instantaneous reward probability. These 

observations make a simple sensory relationship unlikely. Second, the gradual increase in 

neuronal activity toward the singular reward at stimulus end might result from a slow build 

up of neuronal activity induced by the stimulus. However, neuronal activity with flat reward 

rate paralleled the flat instantaneous reward probability and the corresponding licking 

behavior. These differences in time course argue against a neuronal build up induced by the 

stimulus. Third, reward rate was identical between the singular and flat reward schedules, 

thus making a simple relationship to value unlikely. Taken together, the observed temporal 

sensitivity of prereward activity reflected a typical characteristic of reward expectation. 



 

 Neuronal responses in monkey parietal cortex are sensitive to differently delayed 

discriminatory cues during temporal bisection [23] and show time dependent anticipatory 

activity that reflected the hazard rates of stimuli triggering eye movements [26]. Interestingly, 

time sensitive reward anticipatory activity occurred also in primary visual cortex [16]. Our 

data demonstrate temporal sensitivity of anticipatory activity in a typical reward structure. 

The combined evidence suggests that neurons may code the anticipated time for a range of 

behavioral events, such as sensory discrimination, movement and reward. However, it 

remains to be investigated whether these temporal influences derive from a central processor 

that operates independent of sensory discrimination, movement and reward. Alternatively, 

these functions may rely on their own timing devices. 

 

Responses to Reward Delivery 

The observed neuronal responses to reward delivery showed striking sensitivities to 

instantaneous reward probability in parallel with behavioral licking. The temporal 

modulations of these straightforward responses reflected the time varying strength of reward 

prediction at the moment of its delivery. The effects of reward predictability reflected the 

instantaneous reward rate, rather than sum of future rewards, but incorporated overall 

predictability, as shown by the differences in responses to flat rate rewards between presence 

and absence of stimulus. Together with the anticipatory coding of temporal reward 

expectation by prereward activations, the two major types of reward signals in the amygdala 

are highly sensitive to time. 

 Reward responses in one group of amygdala neurons were lowest to rewards delivered 

at flat instantaneous reward probability of p=0.025/50 ms over the entire trial, and highest to 

singular reward delivered with probability of p=1.0 at stimulus end. Responses with flat 

reward rate during the stimulus were intermediate between the two temporal profiles, 

possibly reflecting greater focus of reward expectation onto the stimulus period. Thus the 

modulations varied positively with the temporal predictability of reward. They might function 

to maintain established, temporally specific reward predictions after reinforcement learning. 

The positive relationship to instantaneous reward probability resembled the attentional 

modulation seen in monkey visual cortex V4 which paralleled the hazard function of stimulus 

change during individual trials [21]. Our data demonstrate that such temporal modulations are 

not restricted to attentional processes but occur also with rewards. 

 Reward responses in the second group of amygdala neurons showed the inverse 

relationship, increasing with lower instantaneous reward probability. They were lowest to the 

singular reward delivered with probability of p=1.0 at stimulus end, higher with rewards 

delivered with lower instantaneous reward probability during the stimulus, and highest with 

low probability rewards distributed over the entire trial. Such responses may reflect coding of 

positive temporal reward prediction errors, as observed previously [53, 54]. Although these 

studies did not address temporal relationships and our study did not test reward omission, the 

combined evidence suggests that time might influence the limited reward prediction error 

coding by amygdala neurons. The temporal influence may derive from dopamine projections 

[55] involved in interval timing [13, 15] and coding bidirectional reward prediction errors in 

a time sensitive manner [19, 30, 31]. The time specific reward responses are broadly 

analogous to the movement specific reward responses in dorsolateral and orbital prefrontal 

cortex [56], suggesting that reward signals in general may distinguish also between 

behavioural variables other than value and risk. Further work may elucidate the nature and 

extent of time sensitive prediction error responses of amygdala neurons. 
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